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Abstract

Aim: To assess the accuracy of DigiBrain4, Inc. (DB4) Dental 
Classifier and DB4 Smart Search Engine* in recognizing, cate-
gorizing, and classifying dental visual assets as compared 
with Google Search Engine, one of the largest publicly avail-
able search engines and the largest data repository.
Materials and methods: Dental visual assets were collected 
and labeled according to type, category, class, and modifiers. 
These dental visual assets contained radiographs and clinical 
images of patients’ teeth and occlusion from different angles 
of view. A modified SqueezeNet architecture was implement-
ed using the TensorFlow r1.10 framework. The model was 
trained using two NVIDIA Volta graphics processing units 
(GPUs). A program was built to search Google Images, using 
Chrome driver (Google web driver) and submit the returned 
images to DB4 Dental Classifier and DB4 Smart Search Engine. 
The categorical accuracy of the DB4 Dental Classifier and DB4 
Smart Search Engine in recognizing, categorizing, and classi-
fying dental visual assets was then compared with that of 
Google Search Engine.
Results: The categorical accuracy achieved using the DB4 
Smart Search Engine for searching dental visual assets was 
0.93, whereas that achieved using Google Search Engine was 
0.32.
Conclusion: The current DB4 Dental Classifier and DB4 Smart 
Search Engine application and add-on have proved to be 
accurate in recognizing, categorizing, and classifying dental 
visual assets. The search engine was able to label images and 
reject non-relevant results.
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radiographs, dental clinical images, dental classifier, smart 
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Introduction

Machine learning (ML) is an exciting branch of artificial intelli-
gence (AI). Deep learning (DL) is a subfield of ML that powers 
the most human-like AI. DL models have the capability to 
learn and master tasks such as the extraction of meaningful 
patterns, which is a characteristic of human intelligence. DL 
applications in dentistry are geared toward developing pro-
grams capable of detection of pathologies, diagnosis of dis-
eases, automatic identification of cephalometric landmarks, 
and segmentation of teeth and other structures. 

Different programming approaches have been explored, 
ranging from traditional computer vision algorithms to recent 
ML techniques, and acceptable results have been achieved1-4. 
However, no known attempts have been made to build a real 
dental cognitive system capable of recognizing and interpret-
ing the content of dental radiographs, clinical images, and 
other visual assets. The need for such a system is crucial, as 
using most of the currently available generic search engines 
to search for specialized data such as dental visual assets 
might yield inaccurate results, leading to a waste of time and 
effort. An ML approach that provides a model designed to 
learn and improve by experience through exposure to large 
datasets would be beneficial to overcome this problem5. 
Therefore, the present authors developed a model – the DB4 
Dental Classifier and DB4 Smart Search Engine filter – to 
achieve the objective of accurately recognizing, interpreting, 
and classifying dental visual assets. The scope of the model 
includes grouping dental visual assets such as radiographs, 
clinical images, images of dental equipment and instruments, 
and others, into types, and categorizing each type relative to 
its nature. The model also classifies items pertaining to each 
type and category. If a viewing standard for a class exists, the 
model autocorrects the orientation of relevant detected 
items according to standards. The model also recognizes 
modifiers such as upper, lower, right, and left, and autogen-
erates accurate metadata relative to each asset. The model 
integrates with web search engines and can be used as a 
standalone in-house search engine. It is expected to signifi-
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cantly enhance clinical practice in the field of dentistry and in 
the medical field in general by saving the time and effort 
required for image interpretation and diagnostic decision 
making. This will be achieved because the model will yield 
the most relevant results upon searching for dental visual 
assets through boosting the accuracy of search engines. In 
addition, the categorization of big data using a smart search 
engine will enrich medical research and allow better control 
over big data in medical and research institutions. 

The present study aimed to assess the accuracy of DB4 
Dental Classifier and DB4 Smart Search Engine in recognizing, 
categorizing, and classifying dental visual assets as compared 
with Google Search Engine.

Materials and methods

Datasets

The present research met the requirements of the Western Insti-
tutional Review Board (WIRB; WA, USA) for a waiver of consent 
under 45 CFR 46 116 (f; IRB approval 20193360). Dental visual 
assets were collected from the Foundation for Modern Biopro-
gressive Orthodontics, 650 West Colfax Ave, Denver, Colorado 
80204, USA, and labeled according to standard terminology. The 
deidentified assets were labeled according to type, category, 
class, and anatomical modifiers (Fig 1). Labeling was done man-
ually by a licensed orthodontist with 17 years of experience. 
These dental visual assets contained radiographs (periapical, 
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bitewing, occlusal, panoramic, lateral cephalograms) and clinical 
images of patients’ teeth and occlusion from different angles of 
view. The final dataset contained 3000 dental images for each 
class, except for occlusal radiographs that had a sample size of 
only 300. No identifying information such as name, age, gender, 
or time of exposure was used for the dataset. 

Generalization of datasets

To this repository, 3000 miscellaneous image samples were 
added from Common Objects in Context (COCO)6, which is a 
large-scale object detection, segmentation, and captioning 
dataset. This addition to the repository ensured that the 
model engine would be capable of differentiating generic 
images from our highly specialized dataset.

Partitioning of datasets

The fully generalized dataset was shuffled randomly and then 
divided into three datasets:
1. Training dataset (65%): This dataset is used for learning 

and fitting the network parameters (weights).
2. Validation dataset (15%): This dataset is used to tune the 

architecture and validate the training.
3. Test dataset (20%): This dataset is independent of the 

training dataset but follows the same probability distribu-
tion. It is used to assess the performance of the fully 
trained model.

Convolutional Neural Networks (CNNs) model

The model was based on a modified implementation of 
SqueezeNet7, implemented using the TensorFlow r1.10 frame-
work (Google, city, CA, USA), which offered the necessary 
depth with considerably less computational load, but with 
the highest accuracy, as required by our model search engine. 
A compression repeating-block design was implemented to 
reduce the total number of trainable parameters from 
approximately 60 million to 729,165, resulting in the optimiza-
tion of the computational and time requirements for training. 
Three color channels were used to handle both color and 
grayscale images equally. Following the preliminary convolu-
tion and pooling layers, the later layers were mostly com-
posed of a repeating structure that started with an X number 
of channels of 1 × 1 convolution filters, where the variable X 
ranged from 16 to 128, followed by two parallel convolutions, 
the first was 4X channels and 1 × 1 filters, and the second was 
4X channels and 3 × 3 filters. The results of both parallel con-

volutions were then concatenated in an 8X channel structure. 
The structure composition depth started at 16, 64, 128, and 
ended at 64, 256, 512 depth channels. Maximum pooling 
function was implemented all over the network, except for 
the penultimate layer, where average pooling was imple-
mented. Original images had a width and height within the 
range of 1000 to 2000 pixels. All images were converted to 
three-channel JPG formats.

The neural network was trained for 300 epochs. The Root 
Mean Square Propagation Optimizer was utilized in order to 
adapt the learning rate for every parameter, where the start 
learning rate was 0.0001. Weight was initialized using the Glo-
rot uniform initializer, which extracted samples from a uni-
form distribution within [-limit, limit], where limit is the 
square root of (6/M + L), where M is the number of input units 
in the weight tensor and L is the number of output units in 
the weight tensor. The model was trained using two NVIDIA 
Volta graphics processing units (GPUs; NVIDIA, CA, USA).

Categorical accuracy was measured to assess the mean 
accuracy rate across all predictions and was calculated as the 
proportion of correctly classified classes achieved. In addi-
tion, categorical cross entropy (log loss function) and top-k 
categorical accuracy were used to measure the performance 
of the model at the end of the training process. Categorical 
cross-entropy was used to measure the total entropy 
between the probability distributions, and was calculated as 
the sum of separate loss for each class label per observation, 
whereas top-k categorical accuracy indicated success when 
the target class was within the top-k predictions provided, 
where k was set at 5.

Google Search Engine web interface

A program was built to search Google Images, using Chrome 
driver (Google web driver), then fetch and submit the 
returned images to DB4 Dental Classifier and DB4 Smart 
Search Engine add-on in order to filter and display only the 
dental image classes and modifiers that were searched for. 
The DB4 Dental Classifier and DB4 Smart Search Engine were 
then tested on the completely foreign dataset that was ran-
domly returned from the Google search. The categorical 
accuracy of the DB4 Dental Classifier and DB4 Smart Search 
Engine was assessed in terms of recognizing, categorizing, 
and classifying these foreign datasets randomly returned 
from the Google search. The categorical accuracy measured 
the mean accuracy rate across all predictions and was calcu-
lated as the proportion of correctly classified classes 
achieved. 

A
ut

h
or

s:
 p

le
as

e 
ad

d
 th

e 
ci

ty
.



International Journal of Computerized Dentistry 2020;23(3):1–84

SCIENCE

Results

The scores obtained at the end of the training process were: 
loss 0.0120; categorical accuracy 0.9961; top-k categorical 
accuracy 1.0000; validation loss 0.1282; validation categorical 
accuracy 0.9749; and validation top-k categorical accuracy 
0.9985.

The mean categorical accuracy achieved using the DB4 
Smart Search Engine for searching dental visual assets (clin-
ical images and radiographs) on a foreign dataset was 0.93 
(Fig 2), whereas the mean categorical accuracy achieved 
using Google Search Engine for searching the same assets 
was 0.3 (Fig 3). Categorical accuracy was calculated as the 
number of correct results achieved divided by the number of 
all results. An orthodontist interpreted the results on two sep-
arate occasions with a 1-week interval between them. This 
orthodontist had 35 years of experience and was a different 
orthodontist from the one who did the labeling. Using dou-
ble quotes to enforce Google Search Engine to match the full 
search phrase resulted in a zero to 20% match (0 to 0.2 cate-
gorical accuracy). The results of categorical accuracy, categor-
ical cross entropy, and top-k categorical accuracy showed the 
optimal performance of DB4 Smart Search Engine in recog-
nizing and classifying dental visual assets and illustrated the 
positive effect of training on the model (Fig 4). The model 
was able to eliminate inaccurate search results that did not 
pertain to the search phrase (Fig 5). 

Fig 2  Results achieved from the DB4 Smart Search Engine when 
searching dental visual assets. The search engine displays the 
recognized class under each image. The red rectangle shows the 
wrong image type, classified as ‘Misc.’

Discussion

The use of DL in the medical field is currently directed toward 
improving work efficiency, saving time, and achieving more 
accurate results using computer-aided technologies. In the 
last two decades, computer-aided technologies have devel-
oped significantly and are currently being used to assist phy-
sicians and radiologists in diagnosing several diseases in dif-
ferent medical fields9. DL is a subdomain of AI, which allows a 
computer to be trained to recognize patterns using large 
datasets. In the present study, the authors trained a CNNs 
model to recognize, categorize, and classify dental visual 
assets. 

It has been suggested that configuring an accurate model 
requires training using heterogeneous data collected from 
different centers and at different time points. The dataset 
should also contain miscellaneous data from outside the area 
of focus to allow for generalizability10. To achieve acceptable 
performance, the authors of the present study designed a 
network with a depth of more than 40 layers. The implemen-
tation of CNNs of such depth might result in approximately 
60 million trainable parameters, leading to an increase in the 
computational and time requirements for training. To over-
come this risk, the authors implemented a compression 
repeating block inspired by the SqueezeNet model7, which 
resulted in a reduction of the total number of trainable par-
ameters to 729,165. 

CNNs have been used in different applications in medi-
cine such as in the detection of colitis on computed tomogra-
phy11, and the detection of brain lesions on magnetic reso-
nance images12. However, the applications in dentistry are 
still limited. The CNNs model used in the present study has 
the advantage of improved accuracy and fewer computation-
al requirements compared with other CNNs. It proved to be 
highly accurate and is expected to solve the shortcomings 
related to searching specialized data using currently available 
search engines. This is particularly clear with generic search 
engines such as Google, which is reliable when it comes to 
generic data but fails systematically with specialized data. 
Using double quotations to search the exact phrase in Goog-
le usually results in zero to 20% matches, whereas unquoted 
free word search – regardless of the search terms – results in 
a mixture of the required assets, but mostly unrequired and 
completely unrelated assets. In addition, the results fail to fil-
ter anatomical modifiers, like distinguishing upper from 
lower, or right from left, or any combination of these terms, 
and fail to filter the results by type, category or class. This can 
be explained by the fact that the Google Search Engine is not 
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Fig 3  Screen capture showing the results achieved using Google Search Engine to search for upper periapical radiograph. The red 
rectangles show the wrong image type.
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trained to recognize and differentiate between the fine-
grained classes of dental visual assets.

The results of this study confirm the progressive improve-
ment of the present model’s performance as a result of train-
ing, which is a step on the way to developing a full dental 
cognitive system that can reliably render classified dental 
visual assets, as needed. Numerous benefits of such a system 
are foreseen for different applications such as: automatic 
selection of the correct images to be uploaded to patient 
databases; searching for specific pathologies in large medical 
images archiving and communication systems (PACSs); the 

Fig 5  The precision of the DB4 Smart Search Engine compared with Google Search Engine, using the same search phrase “upper 
periapical radiographs”. Empty boxes show that the images were filtered out (removed) by the search engine as they do not pertain to 
the given search phrase.   indicates true positive results;    indicates false positive results.

possibility of automated evaluation of patient data with 
insurance companies to facilitate decision making; testing the 
accuracy of the labeled images that have been stored in dif-
ferent databases; and sorting big data accumulated at univer-
sities and insurance companies with better granularity. 

The accuracy of the presented model would have increased 
from 0.93 to 0.96 if occlusal images were excluded because the 
training dataset had a limited number of occlusal radiographs. 
Accordingly, the main limitation of the current model was the 
recognition of occlusal radiographs due to the inadequacy of 
the sample size of the images in the training phase. 
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The first testing phase in the development of the present 
model was done on the dataset described above (see Methods 
section above). The second testing phase was done on com-
pletely foreign datasets, randomly returned from Google 
Search Engine. These datasets were completely new for our 
model and were generated from different statistical spaces. No 
new training was involved in the second testing phase, and the 
accuracy was measured as the probability of true positive hits. 

Further improvement to the current model output can be 
achieved by using bigger and more diverse training datasets 
through progressively introducing more types, classes, and 
categories such as dental instruments and dental equipment. 
CNNs models can be gradually enhanced and tuned, further 
training can be done, and the techniques used can be 
improved13,14. The results obtained in previous training mod-
els can be used for the fine-tuning of these models and the 
training of new models. DB4 Smart Search Engine is an effi-
cient tool for big data mining, as it allows the investigators to 
use publically available big data and enables data mining for 
dental images in unlabeled big datasets. Furthermore, it can 
help in data preparation for developing more sophisticated 
dental image analysis algorithms. 

Further investigations and improvements are expected to 
translate the current research attempts for use in clinical 
practice in the near future. The refinement of the current 
models will allow the performance of the system to either 
match or exceed the experienced practitioners’ levels15. The 
present authors believe that this will boost the performance 
of practitioners in clinical practice, but that it will never 
replace them.

Conclusion

The current DB4 Dental Classifier and DB4 Smart Search 
Engine have proved to be accurate. The models fulfilled all 
the required functionalities to recognize, categorize, and clas-
sify dental visual assets as well as label them. The DB4 Smart 
Search Engine was able to recognize and reject non-relevant 
images. It can work as a filter booster add-on for generic web 
search engines. It can also act as a native application for 
searching organizations’ locally stored imaging data, and 
autogenerating precise dental metadata associated with 
those images. It is also an efficient tool for big data mining of 
dental visual assets. The present authors intend to continue 
developing it so that it recognizes more dental assets such as 
equipment, devices, instruments, and other objects usually 
encountered in the dental field.
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