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Aim: To assess the validity of a Convolutional Neural Network (CNN) digital
model to detect and localize orthodontic malocclusions from intraoral clini-
cal images. Materials and methods: The sample of this study consisted of
the intraoral images of 700 Subjects. All images were intraoral clinical
images, in one of the following views: Left Occlusion, Right Occlusion, Front
Occlusion, Upper Occlusal, and Lower Occlusal. The following malocclusion
conditions were localized: crowding, spacing, increased overjet, cross bite,
open bite, deep bite. The images annotations were repeated by the same
investigator (S.T) with a one week interval (ICC > 0.9). The CNN model used
for this research study was the “You Only Look Once” model. This model
can detect and localize multiple objects or multiple instances of the same
object in each image. It is a fully convolutional deep neural network; 24 con-
volutional layers followed by 2 fully connected layers. This model was imple-
mented using the TensorFlow framework freely available from Google.
Results: The created CNN model was able to detect and localize the maloc-
clusions with an accuracy of 99.99%, precision of 99.79%, and a recall of
100%. Conclusions: The use of computational deep convolutional neural net-
works to identify and localize orthodontic problems from clinical images
proved valid. The built Al engine accurately detected and localized malocclu-
sion from different views of intra-oral clinical images. (Semin Orthod 2021;
27:164-171) © 2021 Elsevier Inc. All rights reserved.

Introduction

Malocclusion is the third most prevalent health and increases the risk of dental caries,
oral disease following dental caries and traumatic dental injuries, and temporomandibu-
periodontal disease.! It affects periodontal  lar joint problems.” In addition, it negatively
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interferes with patients’ quality of life, hinders
their social interaction, and affects their psycho-
logical well-being.” Consequently, the Demand
for orthodontic treatment is rising.* The purpose
of orthodontic treatment is to create a healthy,
functional occlusion, reduce decay gum disease,
injury, promote oral health and general physical
health. Orthodontic treatment also brings about
an attractive smile and balanced facial pattern,
which have emotional benefits related to self-
confidence and self-esteem.” However, malocclu-
sion varies from mild to moderate to severe;
therefore, the level of treatment need varies
widely.” Timing of orthodontic treatment varies
as well depending on the type of malocclusion.
Early diagnosis could intercept developing mal-
occlusion, provides more favorable outcomes.
More importantly, proper diagnosis, localization,
and assessment of malocclusion are crucial for
oral health.

Detection and assessment of malocclusion and
orthodontic treatment need could be done by
direct examination by a specialist or on the diag-
nostic cast.” Alternatively, studies showed that
orthodontists could rely on digital images for
assessing malocclusion.™’ However, provider
shortages, geographic remoteness, busy lifestyle,
lack of transportation, and cost are common bar-
riers to access to care and screening for
malocclusion. '

In this research study, the first fully automated
system for localizing, detecting, assessing maloc-
clusion and orthodontic treatment need is pro-
posed. Using one of the rapidly developing deep
learning techniques - convolutional neural net-
works (CNNs)."' The major applications for
CNNs are computer vision and recognition appli-
cations, image classification, and image segmenta-
tion.'">"”  Biologically inspired by humans'
capability to glance at an image and instantly iden-
tify what objects are in the image, where they are,
and how they interact. CNNs simulate the action
of interconnected neurons in the human cortex
to allow us to identify and locate objects in an
image. Identification is the process of inferring
the proper label describing the object, while local-
ization is the process of deducing the actual
bounding box, image coordinates, and surround-
ing (localizing) the detected object; it can be used
to identify and count objects in a scene while accu-
rately labeling them.'”

In dentistry, deep learning techniques have
been used for automatic cephalometric land-
mark detection and teeth segmentation in a pan-
oramic xray.”'® The widespread use of
intraoral photos as a screening tool for malocclu-
sion facilitate communication between different
dental specialties for assessment of patient treat-
ment needs.” The literature lacks enough sup-
portive information on accuracy of automated
tools in detecting malocclusion and assessing
treatment needs from photos or other diagnostic
images.The purpose of this study was to develop
and validate an Al application for automatic
localization of malocclusion and assessing the
treatment need using intraoral raw images.

Materials and methods

Ethical approval (IRP Number 20193360) for this
study was obtained from the research ethics com-
mittee of WIRB-Copernicus. All experiments
were carried out at the department of Oral Tech-
nology at Bonn University (Germany) in accor-
dance with approved guidelines.

Dataset
Data collection

The primary dataset composed of intraoral
images of 700 Subjects. All images were intraoral
clinical patient images, in one of the following
views: Left Occlusion, Right Occlusion, Front
Occlusion, Upper Occlusal, and Lower Occlusal.

Data inspection and cleansing

Images weere reviewed for quality, accuracy, con-
sistency, and uniformity. Images not conforming
with the study protocol were excluded at this
stage, and the resulting set was only 576 images

(Fig. 1).

Training, validation, and test datasets

The data set was divided into three groups in the
ratio 80:15:05. Training set, 80% (460) images,
used for training. Validation set, 15% (86)
images, used to validate (test) how well training
is advancing. Test set, 5% (30) images, used to
test the fully trained network.
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Figure 1. Example of an excluded image because of
being motion-blurred.

Annotating the dataset

Each image was annotated independently by an
investigator and orthodontic specialist (S.T.).
For every image, the malocclusion was identified
and localized. The following malocclusion condi-
tions were identified: crowding, spacing,
increased overjet, crossbite, open bite, deep bite.
The annotations were repeated by the same
investigator with a one-week interval in between.
There was a strong agreement between the two
malocclusion annotations rounds taken with a
one-week interval (ICC > 0.9).

Each image in the dataset was manually anno-
tated. The malocclusion of interest was identified
and recorded with its unique label by a drawn

S w3
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box. The coordinates of the box surrounding
that malocclusion was recorded. A free software
application, Microsoft Vott,'” was used to per-
form this step (Fig. 2).

Export of annotations

Pascal VOC format is a standard, human-read-
able, computer file format for recording the
labels and the coordinates of the objects of inter-
est. Itis based on the XML format, and it is wildly
used in computer software. A single file was gen-
erated for each image. Total number of annota-
tion files = Total number of images=>576. Fig. 3
shows a sample of a single VOC file.

The neural network model

The model that was chosen to be used for this
research study was the “You Only Look Once”
model."* This model can detect and localize mul-
tiple objects or multiple instances of the same
object in each image. This object detector uses
features learned by a deep convolutional neural
network to detect objects. It is a fully convolu-
tional deep neural network, 24 convolutional
layers followed by 2 fully connected layers. Alter-
nating 1 x 1 convolutional layers reduce the

Figure 2. A snapshot during the manual annotation using VOTT.
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<folder>Annotation</folder> =
<filename>000002 COMPOSITE 5 Oce UP.ipa</filename> +——— Image file name
<path> -
<souzce>
<database>Unknown</database>
</source: >
<size>
<width>283</width>

</path>

<height>208</height>
<depth>3</depth>
</size>
<segmented>0</segmented>
<object>
<name>ortho</name>
<pose>Unspeci £ied</pose>
<truncated>0</truncated>
<difficult>0</difficult>
<bndbox>
<xmin>159.12207151664612</xmin>
<ymin>20.955956375838927</ymin>
<smax>248.8027127003699< /xmas>
<ymax>113.09018456375838</ymax>
</bndbox>
</object>
</annotation>

Label
+«— Box
Coordinates

Figure 3. Export of annotations in pascal VOC format.

features space from preceding layers (US Patent
no: 10,878,954 B2) (Fig. 4).

This model was implemented using the Ten-
sorFlow framework freely available from Goo-
gle.'” The object detection and localization
model divides each image into an S x S grid. If
the center of an object falls into a grid cell, that
grid cell is responsible for detecting that object
(Fig. 5). Each grid cell detects multiple bonding
boxes around the object of interest, each box
with its relative confidence number (Fig. 6).

Five different box sizes were used to get the
best localization of the object. Confidence of mul-
tiple boxes participates in a single score in order
to get the final coordinates of the best fitting
boxes. This technique is named IoU (intersection
over Union).Intersection over Union is an evalua-
tion metric used to measure an object detector's
accuracy on a particular dataset. In the numera-
tor, we compute the area of overlap between the
predicted bounding box and the ground-truth
bounding box. The denominator is the Area of
Union, or more simply, the area encompassed by
both the predicted bounding box and the
ground-truth bounding box. Dividing the area of

448

i

Figure 5. This model divides each image to an S x S
grid.

overlap by the Area of Union yields our final score
- the Intersection over Union (Figs. 7 and 8).

Training

Training is a very time-consuming procedure for
this type of deep networks. We used our in-
house GPUs setup, based on 2 NVIDIA Volta
GPUs, for a total of 24 GB memory, 10,240
CUDA Cores, and 1280 Tensor Cores. This
setup can reach more than 200 teraflops
(Tera=10"* floating-point operations per sec-
ond). Images were all pre-scaled to 416x416
and were all transformed to jpg format. After
many trials, the best learning rate was set to:
0.0001. Batch size was set to 32, a momentum of

nz ——
3
i)
448 3 4 28, "ﬁ_\
3 g 7 7 7
L 56 2 3 3 X H X
i " A\l , ’
3 192 256 512 1024 1024 1024 4096 30
Conv. Layer Conv. Layer Conv. Layers Conv. Layers Conv. Layers Conv. Layers  Conn. Layer  Conn. Layer
7x7x64-52 3x3x192 1x1x128 1x1x256 1x1x512 3x3x1024
Maxpool Layer ~ Maxpool Layer 3x3x256 3x3x512 3x3x1024 3x3x1024
2x2-52 2x2-52 1x1x256 1x1x512 3x3x1024
3x3x512 3x3x1024 3x3x1024-5-2

Maxpool Layer  Maxpool Layer
2x2-52 2x2-s2

Figure 4. The neural network model.
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Figure 6. Grid cells detecting bonding boxes.

0.9 and a decay of 0.0005. The training was run
for 300 epochs.

Results
Accuracy metrics

Considering the possible predictions, they can be
arranged as follows:

False Positives
True Negatives

True Positives
False Negatives

A True Positive (TP) is an observation cor-
rectly predicted for a given label, while a False
Positive (FP) is an observation incorrectly pre-
dicted for that label. Both True and False Nega-
tives (FN and TN) are those predicted for a
different label.

Accuracy is then defined as the sum of the
number of TH and TN divided by the total num-

Area of Overlap

loU =
Area of Union

Figure 7. Calculating IoU metric.

ber of examples (where # means ‘number of’,
and TP stands for True Positive, etc.):"”
A B TP + FP

Y TP I FP+ TN+ N

Recall is the ratio of the number of correct
positive examples out of those that were classified
as positive, while Precision is the ratio of correct
positive examples to the number of actual posi-
tive examples:

TP
Recall = TP - EN TFN
Precision — TP
recision = TP+ FP

Combined together, both Accuracy and Recall
measures give more information than just the
accuracy. They can be combined to give a single
measure, the F1 measure,19 which can be written
in terms of precision and recall as:

precision x recall

Fr=2 —
precision + recall
E TP
"7 TP+ (FN + FP)/2

Based on the former formulas, results can be
summarized as in Table 1. (Fig. 9)
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Figure 8. Joining the confidence of multiple boxes
yielding the best fitting boxes.

Table 1. Summary of findings.

Accuracy 0.9992 (99.99%)
Precision 0.9979 (99.79%)
Recall 1.00
F1 score 1.00

True Positive ~ 98% and False Positive ~ 0.9%.

Discussion

The cognitive processes that underlie medical
reasoning are complex; such processes can be
affected by some amount of “irreducible uncer-
tainty” that easily results in failure.”’ Rational
medical thinking states that doctors must collect,
weigh, and summarize all relevant information
to arrive at a conclusive clinical judgment. Clini-
ciansdo so automatically by integrating clinical
perceptions within the context of their medical
knowledge base, involving the recognition of pat-
terns and schemes that they have previously
seen.”’ Practitioners must make decisions in an
environment of uncertainty and under the con-
straint of the limited time available. Emergency
physicians, for example, generate 75% of diag-
nostic hypotheses in the first 5 min of the clinical
encounter,”” in a domain with over 10,000
known medical diagnoses, and over 40 cognitive
biases that may impact the diagnostic outcome.”’

Machine learning is a subdomain of Al, which
allows a computer to be trained to recognize pat-
terns using large data sets. The use of ML in medi-
cine is currently directed toward improving work

efficiency, saving time, and achieving more accu-
rate results using computational technologies. In
the last two decades, computer-aided technologies
have significantly evolved and are currently being
used to assist clinicians and radiologists in diagnos-
ing several diseases in different medical fields.””
CNNs have been used in various medical applica-
tions like in detection of colitis on computed
tomography and the detection of brain lesions on
magnetic resonance images.”"” However, the
applications in dentistry are still limited.”” In the
orthodontic specialty, the practitioner has to han-
dle clinical information under the pressure of
time, heavy workload, and insufficient knowledge.
In the present study, the authors trained a CNNs
model for a fully automated orthodontic assess-
ment of intraoral raw clinical images.

In the current study, a CNN model was created,
tested, and was able to detect and localize differ-
ent types of malocclusions from variable intraoral
clinical images. All images were intraoral clinical
images, in one of the next views: Left Occlusion,
Right Occlusion, Front Occlusion, Upper Occlu-
sal, and Lower Occlusal. The following malocclu-
sion conditions were localized: crowding, spacing,
increased overjet, crossbite, open bite, deep bite.
The annotations were repeated by the same inves-
tigator (S.T) with a one-week interval. There was a
strong agreement between the 2 malocclusion
annotations rounds taken with a one-week interval
(ICC = 0.9). The created CNN model was able to
detect and localize the malocclusions with an
accuracy of 99.99%, precision of 99.79% and a
recall of 100%.

This opens a new window for home care auto-
mated assessment, done by the patient himself, by
presenting images produced by his mobile,
according to specific instructions, and immedi-
ately get a summary of the problems and a treat-
ment difficulty hint. The current work focused on
orthodontic problems, but is valid for almost all
types of dental and oral pathosis, extending the
horizon of automated dental care. This may also
present a valuable tool for health/dental insur-
ance companies, allowing for automated pre-
authorization and pre/post-treatment evaluation.

Conclusion

The use of computational deep convolutional neu-
ral networks to identify and localize dental prob-
lems from clinical images proved valid. The built
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Figure 9. Resulting testing images showing fully automated prediction boxes depicted in thin red marking the
malocclusions.

Al engine was capable of detecting and localizing
malocclusion from clinical images accurately.

5. Importance of Orthodontics for Children Parents guide
to orthodontics. Accessed September 30, 2020. https://
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